
Ecosystem Modeling is an important tool for digesting data, making predictions and 
to interpolate and extrapolate in time and space.

While this lecture will focus on Ecosystem models per se, so far through this class 
you have been slowly exposed to a variety of models. Here we pull the ideas 
together
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Since all models are wrong the scientist cannot obtain a "correct" one by excessive 
elaboration. On the contrary following William of Occam, we should seek an 
economical description of natural phenomena. Just as the ability to devise simple 
but evocative models is the signature of the great scientist, so is over-elaboration
and over-parameterization often the mark of mediocrity.

This quotation by Box has re-calibrated my perspective on the value of different 
types of models. I see value in simple toy models, with a few equations and 
interactions, to tease out some basic understanding of a system. There is merit is 
simple statistical models for management decisions and there is need for highly 
mechanistic and theoretical models for prediction and fuller understanding.  The 
type of model you chose and use depends upon you application and the data in 
hand.

George E. P. Box (1976) Science and Statistics Journal of the American Statistical 
Association, Vol. 71, No. 356. (Dec., 1976), pp. 791-799
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As shown early in the semester, this is the conceptual ecosystem ‘model’ we have 
been dealing with throughout the semester. This is coupled, nested and includes a 
variety of model classes, including biophysical and physiological models, 
biogeochemical models, gap, biogeographical and vegetation dynamic models
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Different types of ecosystem models serve different purposes. Here is a list of the 
type of processes these models can address
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Modeling is an iterative process, balanced by data, experimentation and hypothesis 
testing. Models tend to represent a ‘best’ view of a system given current knowledge.
But as model algorithms become falsified, we acquire more data and the models 
and their parameters evolve and improve, new knowledge is achieved.

There remains debate on the merits and demerits of model data fusion, using 
Bayesian statistics, in this era of big data vs mechanistic models.  If there are big 
datasets to mine and the questions remain within the domain of the dataset,  model 
data fusion has strengths.  How well they can predict future states outside the 
bounds of the data remain contentious.  Here is where mechanistic models may 
have an advantage.
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My experience over the years of some model pitfalls, as well and ideas from a great 
paper by Belinda Medlyn et al. in Tree Physiology
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Ohm’s Law is often applied to compute fluxes between leaves/canopies and the 
atmosphere

Beer’s law is important for telling us how much sunlight is available at different 
locations in the plant canopy. We need to combine Beer’s Law and Ohm’s law to 
upscale flux information from the leaf to the canopy
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Resistance Analog model for water transport through the soil-plant-atmosphere 
continuum
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Models can be very simple
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Least squares fit models, be they linear, non-linear, and multi-variate, are ways of 
fitting data to simple equations

http://www.originlab.com/www/helponline/origin/en/UserGuide/Illustration_of_the_Le
ast_Squares_Method.html
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http://dx.doi.org/10.1590/S1677-04202004000100008
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Examples of other models we commonly use to calculate processes like enzyme 
kinetics, respiration and latent heat of evaporation
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Parameters must be fit to use these models.  K is the C value at one-half Vmax
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In many gas exchange processes there becomes a balance or equilibrium between 
the supply provided by the diffusion and turbulent transport of a gas from the free 
atmosphere through the boundary layers and stomata to the site of biochemical 
consumption in the leaf.  In turn the rate of biochemical consumption is a function of 
the local concentration of C. Ultimately the flux that occurs is at the intersection 
between the supply and demand curves.  If the resistance is nearly zero and the 
conductance infinite then the intersection occurs at Ca = C
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How do we treat a plant canopy?  Do we have to know where every leaf and plant 
is?  This can be done. But for practical applications we use statistical models. We 
assume a canopy is a turbid medium, with randomly distributed leaves, in space, 
with known leaf inclination angle distributions
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Here are various treatments of light transmission models. The most general is the 
1D representation. It works well for closed canopies.
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With LIDAR we can now measure where every tree is and assess the distribution of 
foliage using voxels of varying size. As we go to more open canopies it is better to 
treat the light environment in better detail
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Be careful about representativeness of inputs.  Is the temperature at a weather 
station the same as that of a forest, 10 km away?
What about sub grid spatial variability?
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Examples of maps of inputs needed to drive regional ecosystem models
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More variables
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Exciting and new data layer on disturbance
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Very simple 4 pool carbon model. Considers the gains and losses of Carbon by 
photosynthesisi, GPP, how photosynthesis (A) is partitioned into the foliage, root 
and wood fractions, how these pools (C) change as there are respiratory losses. 
Then litter either is lost by respiration or turned into soil detritus, which respires, too.
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Closure is important. We need the same number of equastions as unknowns. And 
we need to define model parameters

33



34



How good is good enough
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Test of Models at Walker Branch, a deciduous forest
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Ways to test groups of models with data from flux networks, using lots of data and 
lots of models. Here it looks like most of the ‘best’ models are not doing well when 
tested with data.
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The time scale at which you test a model is important too. Some models may get 
short term fluxes wrong, and long integrations right, due to offsetting errors.
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Models have many uncertainties and it is important to quantify this uncertainty
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