A spectral analysis of biosphere–atmosphere trace gas flux densities and meteorological variables across hour to multi-year time scales
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Abstract

The advent of long-term studies on CO₂ and water vapor exchange provides us with new information on how the atmosphere and biosphere interact. Conventional time series analysis suggests that temporal fluctuations of weather variables and mass and energy flux densities occur on numerous time scales. The time scales of variance that are associated with annual time series of meteorological variables, scalar flux densities and their covariance with one another, however, remain unquantified.

We applied Fourier analysis to time series (4 years in duration) of photon flux density, air temperature, wind speed, pressure and the flux densities of CO₂ and water vapor. At the daily time scale, strong spectral peaks occurred in the meteorological and flux density records at periods of 12 and 24 h, due to the daily rising and setting of the sun. At the synoptic time scale (3–7 days) the periodic passage of weather fronts alter available sunlight and temperature. In turn, variations in these state variables affect carbon assimilation, respiration and transpiration. At the seasonal and semi-annual time scales, a broad spectral peak occurs due to seasonal changes in weather and plant functionality and phenology. In general, 21% of the variance of CO₂ exchange is associated with the annual cycle, 43% of the variance is associated with the diurnal cycle and 9% is associated with the semi-annual time scale. A pronounced spectral gap was associated with periods 3–4 weeks long.

Interactions between CO₂ flux density (Fc) and sunlight, air temperature and latent heat flux density were quantified using co-spectral, coherence and phase angle analyzes. Coherent and in-phase spectral peaks occur between CO₂ exchange rates and water vapor exchange on annual, seasonal and daily time scales. A 180° phase shift occurs between Fc and photon flux density (Qp) on seasonal and daily time scales because the temporal course of sunlight corresponds with the withdrawal of CO₂ from the atmosphere, a flux that possesses a negative sign. Covariations between Fc and Tair experience a 180° phase shift with one another at the seasonal time scale because rising temperatures are associated with more carbon uptake. At daily time scales the phase angle between Fc and Tair is on the order of 130°. This phase lag can be explained by the strong dependence of canopy photosynthesis on available light and the 2–3 h lags, which occur between the daily course of sunlight and air temperature.
Spectral analysis was used to investigate the performance of a biophysical model (CANOAK) across a spectrum of time scales. By varying meteorology, leaf area index and photosynthetic capacity, the model was able to replicate most of the spectral gaps and peaks that were associated with CO2 exchange, when soil moisture was ample. © 2000 Elsevier Science B.V. All rights reserved.
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### 1. Introduction

The natural environment constantly experiences temporal variation. The daily and seasonal march of the sun across the sky, the passage of clouds across the sun’s face, gusts of wind and the seasonal changes in plant structure and function are common, every day examples of factors that induce such variation.

The topic of this paper is on the temporal variation of CO2 and water vapor flux densities between a temperate deciduous forest and the atmosphere. Relevant time scales of temporal variation in meteorological forcing variables, such as wind, temperature and sunlight, and coupled biological processes, such as photosynthesis, respiration and evaporation, range from fraction of seconds to years (Kaimal et al., 1972; Anderson et al., 1986; Jarvis, 1995; Pielke et al., 1998; Baldocchi and Wilson, 2000). The dynamic response of ecosystem CO2 and water vapor exchange to an environmental perturbation depends on the combined response of the ecosystem’s component compartments. Ecosystem CO2 exchange, e.g. is comprised of assimilation from one compartment (leaves) and respiration from four compartments (leaves, boles, roots and soil organic matter). Canopy evaporation, on the other hand, consists of water vapor that is lost through plant transpiration, soil evaporation and the evaporation of free water that may exist on leaves after dew or rain. How fast each compartment responds to an environmental perturbation depends upon its size and its time constant (Schimel et al., 1996; Braswell et al., 1997; Randerson et al., 1999).

Short-term (less than 1 h) variations in canopy CO2 exchange are forced by changes in photosynthesis, stomatal conductance, and respiration. In general, photosynthesis and stomatal conductance respond differently to slow and fast changes in sunlight. Depending on their state of induction, it can take seconds to tens of minutes for photosynthesis and stomatal conductance to reach a new equilibrium after a change in sunlight (Pearcy, 1990), as when a cloud passes the sun. Changes in sunlight also affect a leaf’s temperature and transpiration rate. Such changes are important because concomitant changes in temperature alter rates of leaf respiration (Jones, 1983; Su et al., 1996). The finite heat capacity of leaves and mutual shading, however, buffer changes in temperature that are imposed by changes in the radiation balance (Jones, 1983; Su et al., 1996). So leaf respiration will not change as quickly to changes in sunlight as will photochemical reactions linked to the electron transport cycle of photosynthesis. On the other hand, the thermal capacity of leaves is much less than that experienced by the soil, so temperature-dependent leaf processes will experience more variability than will temperature-dependent processes in the soil.

On the diurnal time scale (24 h), variations in CO2 and water vapor exchange are forced by daily rhythms in solar radiation, air and soil temperature, humidity, and CO2 (e.g. Jarvis et al., 1997; Baldocchi, 1997). Notable impulses occur near sunrise and sunset, as the biosphere changes from gaining carbon and losing water during the day to losing carbon at night.

Weekly fluctuations in CO2 and water exchange can be induced from synoptic weather changes that are associated with the passage of high and low pressure systems and fronts. These events will cause distinct periods of clear skies, overcast, and partly cloudy conditions. The passage of weather events alter the amount of light available to an ecosystem and they affect how light is transmitted through a plant canopy and how it is used to assimilate carbon. For instance, canopy photosynthesis is more efficient under cloudy skies (Jarvis et al., 1985; Hollinger et al., 1994; Ruimy et al., 1995; Baldocchi, 1997; Gu et al., 2000). The passing of weather fronts also changes air temperature, humidity deficits, and pressure. Weather fronts, therefore, can impose weekly scale fluctuations on photo-
synthesis, respiration and stomatal opening, as these physiological processes respond to changes in cited meteorological variables.

Often overlooked, at weekly time scales, is the role of pressure and precipitation on CO₂ efflux from the soil. Changes in pressure or fronts of water in the soil by rain will restrict or enhance the transfer of CO₂ gases from the soil (carbon dioxide: Kimball, 1983; radon: Clements and Wilkening, 1974). The frequency of precipitation can re-enforce itself through the occurrence of persistent drought and wet spells (Brubaker and Entekhabi, 1996; Fennessy and Shukla, 1999). Dry spells can exert a significant reduction on the net ecosystem CO₂ and water vapor exchange, as compared to periods when soil moisture is ample (Baldocchi, 1997), by restricting photosynthesis and respiration.

Frontal passages may also cause the measurement of ecosystem CO₂ exchange, by the eddy covariance method, to be biased. Associated changes in wind direction and speed may cause a tower site to view a different flux footprint (Amiro, 1998). The implication of this effect is to view different patches of underlying vegetation, which may have different functionality and capacity for trace gas exchange.

On monthly to seasonal times scales, an ecosystem starts to experience the effects of the seasonal change in the sun’s position, which includes the potential amount of sunlight received, surface temperature and the soil water balance. Superimposed upon slow variations of these meteorological factors is variation attributed to an ecosystem’s phenology. Examples include the timing and occurrence of leaf expansion and growth, seasonal changes in photosynthetic capacity, leaf area index, and leaf-fall (Wilson et al., 2000). The timing of leaf-out, for instance, has a distinct impact on the humidity and temperature of the planetary boundary layer (Schwartz, 1996) and the Bowen ratio at the Earth’s surface (Wilson and Baldocchi, 2000).

At inter-annual time scales, the timing of pheno- switching events, such as leaf-out, may be advanced or delayed by a month due to large-scale climatic features that can be associated with El Nino–La Nina cycles (Myneni et al., 1997; Keeling et al., 1996). Growing season duration has a profound influence on net biosphere productivity (Lieth, 1975; Baldocchi and Wilson, 2000) and can have a major impact on inter-annual fluxes of carbon dioxide (Randerson et al., 1999).

In order to study the spectrum of times scales we have identified, one needs multi-year and quasi-continuous records of mass and energy fluxes, and associated meteorological variables. As recent as a few years ago, such information was not available. But this condition is being ameliorated through the auspices of the AmeriFlux, Euroflux and FLUXNET projects (Running et al., 1999; Valentini et al., 2000) and the efforts of scientists working on those projects. Several research teams started making CO₂ and water vapor flux measurements in the early 1990s (e.g. Wofsy et al., 1993; Black et al., 1996; Greco and Baldocchi, 1996; Valentini et al., 1996; Goulden et al., 1997), and now have over 5 years of data.

So far, most investigators studying trace gas fluxes between the biosphere and atmosphere have treated their data with now familiar plots of times series. Or investigators have inferred temporal dynamics of biosphere–atmosphere CO₂ exchange, indirectly, by examining long-term records of CO₂ concentration (e.g. Braswell et al., 1997; Randerson et al., 1999).

The interplay between trace gas exchange processes and their environmental drivers can introduce phase lags, filtering, amplifications and chaos on signals being assessed (Hamming, 1989; Zeng et al., 1990; Turchin and Taylor, 1992; Schimel et al., 1996; Braswell et al., 1997). Spectral analysis is a quantitative tool that can be used to evaluate complex temporal patterns that may be exhibited in long time series. Fourier analysis, in particular, transforms a stochastic time series into a sum of periodic sine waves. Fourier analysis is thereby able to quantify the amount of variance (or power) that is associated with a particular frequencies or periods. The method has been used numerous times to examine spectral features of atmospheric turbulence (e.g. Kaimal et al., 1972; Kimball, 1983; Anderson et al., 1986) and climate records (Heusser et al., 1999; Ridgewell et al., 1999). The application of spectral analysis to intermediate-length meteorological records, on the other hand, is rare (Van der Hoven, 1957; Heggem et al., 1998; Wikle et al., 1999). And no investigator, to our knowledge, has applied spectral analysis to investigate the relative
variance that is associated with multiplicity of time scales are observed upon the annual record of meteorological variables and direct measurements of biogeochemical flux densities, such as CO₂ and water vapor.

We advocate use of spectral analysis to draw new insights on patterns of trace gas fluxes and their meteorological forcing over multiple time scales. Spectral analysis can be used to quantify how much power is associated with well-known periodicities such as the daily and annual cycles. It can also be used to quantify the impact of variance generated by fronts, early or late springs, summer droughts or wet cloudy years. The analysis of covariance, coherence and phase lags can be used to interpret how environmental variables force whole canopy CO₂ and water vapor exchange across various time scales.

We have been measuring carbon, water and energy exchange on a nearly continuous basis over a temperate forest since October 1994. From these measurements we constructed continuous year-long data sets for the years 1995 through 1998 and have applied Fourier analysis to evaluate the spectral properties of these data records. The first objective of this paper is to examine the properties of the power spectra of meteorological variables and flux densities of CO₂, water vapor and sensible heat over a broad-leaved deciduous forest. We aim to identify periodicities and the relative variance associated with diurnal swings, passage of fronts, seasonal effects such as drought, leaf-out and leaf-fall. The second objective of this work is to investigate how environmental factors interact with canopy photosynthesis, respiration, evaporation and the generation of sensible heat. To attain this means, we examine co-spectra, coherence and phase lags between relevant trace gas flux densities and governing meteorological variables, such as sunlight and temperature. Our third and final objective is to combine our data analysis with model calculations to examine how well a biophysical trace gas exchange model (CANOAK; Baldocchi, 1997) simulates the spectrum of frequencies that comprise an annual sum of CO₂ exchange. This last exercise provides insight on how well we are representing seasonal trends in model parameters such as photosynthetic capacity and leaf area index.

2. Materials and methods

2.1. Site characteristics

The experimental field site is located on the United States Department of Energy reservation near Oak Ridge, TN (latitude 35°57′30″N; longitude 84°17′15″W; 335 m above mean sea level). Vegetation at the site consists of mixed-species, broad-leaved forest, growing in the eastern North American deciduous forest biome. The predominant species in the forest stand are oak (Quercus alba L., Q. prinus L.), hickory (Carya ovata (Mill.) K. Koch), maple (Acer rubrum L.), tulip poplar (Liriodendron tulipifera L.) and loblolly pine (Pinus taeda L.). The forest has been growing since agricultural abandonment in 1940. The mean canopy height was about 26 m. The peak leaf area index of the canopy typically occurs by day 140 and reaches about 6.0. The soil is classified as a Fullerton series, Typic Paleudult, otherwise described as an infertile cherty silt-loam. A thorough description of the site is presented in Hutchison and Baldocchi (1989).

2.2. Measurements, instrumentation and calculations

The eddy covariance method was used to measure trace gas flux densities between the biosphere and atmosphere. A set of micrometeorological instruments was supported 36.9 m above the ground (10 m over the forest) on a 44 m tall walk-up scaffold tower. The tower is located on a spur ridge. Wind velocity and virtual temperature fluctuations were measured with a three-dimensional sonic anemometer (Applied Technology, Boulder, CO). Carbon dioxide and water vapor fluctuations were measured with an open-path, infrared absorption gas analyzer (Auble and Meyers, 1992). The fast response CO₂/water vapor sensor was calibrated against gas standards. The calibration standards for CO₂ were traceable to those prepared by NOAA’s Climate Monitoring and Diagnostic Laboratory. The output of the water vapor channel was referenced to a dew point hygrometer. Corrections for density fluctuations on CO₂ and water vapor flux covariances, as measured with the open path sensor, were applied (Webb et al., 1980; Paw U et al., in press).

Micrometeorological data were sampled and digitized 10 times per second. In-house software was used
to process the measurements. The software computed covariances between velocity and scalar fluctuations over half-hour intervals. Turbulent fluctuations were calculated from the difference between instantaneous and mean quantities. Mean velocity and scalar values were determined, in real-time, using a digital recursive filter. The digital filter algorithm employed a 400 s time constant.

The CO\textsubscript{2} storage term was estimated, by finite difference, with a CO\textsubscript{2} profile measurement system. An automatically controlled, solenoid sampling system directed air into an infrared gas analyzer (model LI 6262, LiCor, Inc., Lincoln, NE). Air was sampled from four levels above and within the forest (36, 18, 10, 0.75 m). Air from each level flowed through the analyzer for 30 s and data were sampled during the last 20 s of sampling. This scheme allowed a direct measurement of the profile every 120 s. The gas measurement system was automatically calibrated each day at midnight by passing gases of known concentration through the analyzer.

2.3. Computational methods and data

We evaluated the time series of meteorological variables and flux densities of CO\textsubscript{2}, water vapor and sensible heat flux using Fourier analysis (Panofsky and Dutton, 1984; Bracewell, 1990). Specifically, fast Fourier method (Carter and Ferrier, 1979; Press et al., 1992) was used to compute power spectra, co-spectra and phase angle spectra. The power spectrum provides information on how much variance is associated with particular frequencies. The co-spectrum quantifies the amount of covariance that occurs between variables, \(x\) and \(y\), across a spectrum of frequencies. Coherence and phase angle spectra give information on the relation between the co-spectrum (\(C_{xy}\)) and quadrature (\(Q_{xy}\)) spectrum. Coherence is defined as

\[
\text{Coh}(n) = \frac{C_{xy}(n)^2 + Q_{xy}(n)^2}{S_{xx}(n)S_{yy}(n)}
\]

(1)

and phase angle is

\[
\phi_{xy}(n) = \tan^{-1} \left( \frac{Q_{xy}(n)}{C_{xy}(n)} \right)
\]

(2)

In these equations, \(n\) represents natural frequency.

The numerical scheme we used, applies the fast Fourier technique to time series that contain a number of samples that is a power of 2. We computed two mean samples per hour, so over the course of a year there were 17,520 half-hour periods. The number, 16,384 (\(2^{14}\)), is the closest power-of-two multiple to this value. It represents 93% of a year, so the lowest frequency we can resolve with a fast Fourier transform is 0.000122 h\(^{-1}\). The highest frequency we are able to resolve in this analysis is one cycle per hour, as defined by the Nyquist frequency.

When applying the fast Fourier transform to the data, the mean was removed from the original time series to reduce red noise. A cosine window was applied to the time series to eliminate the Gibbs phenomenon (spectral ‘ringing’) that is associated with truncated and discrete time series (Hamming, 1989). Spectral coefficients were smoothed and block-averaged to reduce scatter and to suppress aliasing by higher frequency components (Kaimal and Finnigan, 1994). We contend that the effect of aliasing, on computing spectra, is negligible because the original time series of flux data were sampled at 10 Hz and the meteorological data were sampled at 1 Hz.

The data evaluated in this paper were acquired during 1995–1998. It is impossible to measure trace gas fluxes during every period of the year because of occasional problems associated with instrumentation and the interpretation of micrometeorological fluxes. Consequently, we used gap-filling methods to replace missing or bad data as recommended by Press et al. (1992). With regards to the mass and energy fluxes we used a method based on “look-up”-tables (Falge et al., 2000); we eschewed the use of regressions models for gap-filling, as they constrained the shape of the functional relationship between the dependent and independent variables, which can lead to bias errors. For CO\textsubscript{2} exchange, “look-up” tables were generated by sorting flux densities according to quantum flux density (\(Q_p\)) and air temperature (\(T_a\)). For latent heat flux density, quantum flux density (\(Q_p\)) and vapor pressure deficit (\(D\)) were chosen as sorting variables for the “look-up” table (see Verma et al., 1986). The respective variables were sorted by 2°C temperature intervals, 0.15 kPa vapor pressure deficit intervals or 100 \(\mu\)mol m\(^{-2}\) s\(^{-1}\) intervals for \(Q_p\).

“Look-up” tables were created for 2-month periods that were demarked by distinct pheno-seasons. Unique
look-up tables were created for the spring transition (days 90–151), the summer growing season (days 152–273), autumnal senescence (days 274–334) and the winter dormant period (days 335 through 89). A summary of the gap-filling record is listed in Table 1.

We do not expect gap-filling to introduce significant biases to our spectral analysis as the gaps were random and the summation of net ecosystem CO₂ exchange was independent of gap size, as long as gaps were less than 40% of the total annual record (Falge et al., 2000).

Gaps in meteorological data were filled in different manner. We computed mean diurnal patterns by binning data according by hour. Missing data were filled with the corresponding quantity. The mean diurnal course was updated over the season with a running mean. Overall, the number of gaps in the meteorological record was small, on the order of 1–2%.

### 3. Results and discussion

#### 3.1. Climate

In order to understand the climatic forcing on the atmosphere and biosphere, we first provide information on climate conditions encountered during the experiment period (Table 2); a full discussion on these issues is provided in Wilson and Baldocchi (2000).

Over the 4-year study period, the annual sums of precipitation ranged between 1400 mm (1995) and 1693 mm (1998). For reference, the 30-year average annual precipitation near the site is 1372 mm. In 1995, annual precipitation was only about 10% below normal. But, 1995 is considered to be a drought year as the total precipitation during the critical 3-month summer growing period of June–August 1995 was particularly low (165 mm compared to the average 343 mm for these 3 months; Baldocchi, 1997). In contrast, precipitation during the summer growing season was above average during 1996 (413 mm), 1997 (558 mm) and 1998 (400 mm).

The 30-year normal temperature is 13.9°C at a nearby climate-monitoring station (Oak Ridge, TN). The annual departures from the mean were +1.4°C (1995), +0.6°C (1996), +1.0°C (1997) and +2.6 (1998). During the 3-month summer growing period of June–August, the departures from normal were +2.4°C (1995), +1.6°C (1996), +1.0°C (1997) and +2.43 (1998). The 1998 study year was especially noteworthy as it was an ‘El Nino’ year, which in the southeastern United States was a year that was warmer and wetter than normal.

Continuous measurements of leaf area were estimated using light transmission measurements. These estimates were calibrated each year with independent leaf litter-fall measurements. Maximum values of leaf area were on the order of 5.5–6.0. The seasonal dynamics of leaf area and its inter-annual variability, over the 4-year interval, is shown in Fig. 1. The emergence of leaves, in spring, began before day 100 during 1995, 1997 and 1998. Leaf development was delayed by about 2 weeks in 1996, as compared to this cohort of years. Cool cloudy periods in 1997 and 1998 delayed the date of full leaf expansion to nearly that observed in 1996, which occurred between days 130 and 140. In contrast, the canopy achieved full-leaf by day 118 during 1995.

Like spring leaf-out, the dates of senescence and complete leaf fall varied among the 4 years. The year...
with earliest senescence was 1995. Leaf area started to diminish around day 280 and the canopy was bare by day 320. The year with the latest senescence was 1998. Leaf area index did not start to decrease until day 300 and leaves were present on the trees until day 345.

The lengths of the physiologically active season were estimated from the approximate dates when the daily flux of carbon dioxide crossed the zero point on the \( y \)-axis in spring and again in autumn (Table 2). These data show that the duration of net carbon uptake and transpiration ranged from 194 to 219 days.

### 3.2. Power spectra of plant and meteorological variables

In order to understand the power spectra of \( CO_2 \) and water vapor exchange, over the course of a year, it is essential to examine the power spectra of important plant and environmental forcing variables first.

The square-wave shape of the seasonal time course of leaf area index, during a representative year, 1996, produces a power spectrum that peaks with a period of 205 days (0.00487 per day) (Fig. 2). A steep spectral drop-off occurs for periods equal to 68 days (0.0147 per day). The representation of a non-sinusoidal wave as the summation of sinusoidal waves produces spectral peaks at frequencies higher than that of the spectral gap (0.0144 per day).

Figs. 3–6 show the power spectra for quantum flux density of photosynthetically active radiation (\( Q_p \)), air temperature (\( T_a \)), wind speed (\( u \)) and atmospheric pressure (\( P \)), respectively, for the time series acquired from 1995 through 1998. The power spectral densities are multiplied by natural frequency (\( n \)) and are normalized by their respective variances. This normalization scheme, when plotted on a log–log scale, yields unity when integrated from zero to infinity.

The power spectra for ecologically important, meteorological variables show both common and distinct features involving the position of spectral peaks and gaps. Regarding common features, the power spectra for visible sunlight (\( Q_p \)) and air temperature (Figs. 3 and 4, respectively) show distinct spectral peaks at high and low frequencies. The high frequency peaks have periodicities (inverse frequency) of 12 h (0.00347 h\(^{-1}\)) and 24 h (0.00174 h\(^{-1}\)). The low frequency peak is broad and spans periods with seasonal to semi-annual (3–6 month) time scales (0.0002–0.0004 h\(^{-1}\)).

The daily switch between day and night and the daily revolution of Earth are responsible for the higher frequency peaks in the sunlight and air temperature.
power spectra. The spectral peak on the seasonal to semi-annual time scales is a feature of the seasonality of distinct differences in climate during winter, spring, summer and autumn and the half-year duration of the growing season. One would expect this peak to differ over tropical, agricultural, boreal and Mediterranean systems, where growing season lengths differ or are shifted in phase.

Midrange between the seasonal and daily spectral peaks is a pronounced spectral gap. In general, it is associated with the monthly time scale, but its periodicity is imprecise and ranges between 20 and 40 days (0.00208–0.00104 h⁻¹), over the course of the 4-year study. These results refute any pre-supposition that these meteorological variables may be forced by the lunar cycle, as are ocean tides.

Regarding dissimilarities in the low (n < 0.0003 h⁻¹) frequency region of the sunlight and temperature power spectra, we observe that the seasonal peak is much less pronounced (by a factor of 10) for \( Q_p \) than for air temperature (\( T_a \)). At the high frequency band of the power spectrum (n > 0.10 h⁻¹), the normalized power spectrum of visible sunlight, \( Q_p \), is flat. This feature does not suggest white noise, however. With our normalization scheme, \( a + 1 \) slope characterizes white noise. Instead it means that variance is distributed evenly across the range of frequencies. The random nature of cloud fields is one contributor to this observation. The temperature power spectra, in contrast, exhibit a ‘spectral-cascade’ in the frequency domain between 0.005 and 1 cycles h⁻¹ (except for distinct peaks with 12 and 24 h periodicities). The slopes of the spectral drop-off at the high frequency end (n ranging from 0.5 to 1 h⁻¹) of the temperature power spectrum were −0.96, −0.70, −1.32 and −1.51, respectively, for the years 1995 through 1998. For comparison, the spectral slope that occurs in the inertial sub-range of a turbulence spectrum equals \(-\frac{5}{3}\) at periods shorter than 1 h (Anderson et al., 1986).

The power spectrum for wind speed (Fig. 5) possesses many contrasts, as compared to the sunlight and temperature spectra. For instance, the wind speed spectrum does not show a spectral peak with a 12 h periodicity (except during 1996). More notably, we do not observe a spectral gap in the 1–3 h period range of the wind speed spectrum, as has been suggested by Van der Hoven (1957) and some meteorological textbooks (Panofsky and Dutton, 1984). Those pioneering results, however, have not been substantiated with modern and extended measurements, using aircraft (Wikle et al., 1999) and towers (Heggem et al., 1998). Modern wind measurements indicate that an inertial subrange for wind extends from wavelengths of 1 to 1000 km (Wikle et al., 1999).

The slope of the wind speed spectrum in the region of the spectral cascade is about −0.24 (or −1.24 when plotted as a function of \( S_y(n) \)). The measured slopes of power spectra for long wavelengths do not conform to
standard turbulence theory provided by Kolmogorov scaling \( S(\kappa) = \alpha \varepsilon^{2/3} \kappa^{-5/3} \), \( \kappa S(\kappa) = \alpha \varepsilon^{2/3} \kappa^{-2/3} \), where \( \alpha \) is the Kolmogorov constant, \( \kappa \) the wavenumber and \( \varepsilon \) is the turbulence dissipation rate). In contrast, Wikle et al. (1999) report that the wavenumber slope of the inertial subrange for wind spectra measured over the ocean is about \( -5/3 \) for wavelengths \( (\lambda = 1/\kappa) \) between 1 and 1000 km, though they cite studies with slopes up to \(-2.5\). The reader should view the slopes of our time-based wind speed and temperature spectra with caution, as we must rely on Taylors’ frozen eddy hypothesis to convert frequency to wavenum-
Fig. 4. Power spectrum for a year-long time series on air temperature ($T_a$). The spectral densities are multiplied by natural frequency, $n$, and are normalized by the variance of the time series. Spectra are presented for the years 1995 (a), 1996 (b), 1997 (c), and 1998 (d).

$$D_f = u_m - \frac{1}{u}$$

(see Panofsky and Dutton, 1984).

Strong wind shear (which is observed at night during stable thermal stratification) and non-stationarity cause Taylor’s frozen eddy hypothesis to be invalid (Panofsky and Dutton, 1984). In contrast, Wikle et al. (1999) derived their data using aircraft transects over the tropical Pacific Ocean. They did not need to invoke Taylor’s frozen eddy hypothesis since they were able to measure wavenumbers directly.

Fig. 6 presents a power spectrum for atmospheric pressure. These data are presented with the intent to identify if any periodicities are imposed on CO$_2$ and
Fig. 5. Power spectrum for a year-long time series on wind speed. The spectral densities are multiplied by natural frequency, $n$, and are normalized by the variance of the time series. Spectra are presented for the years 1995 (a), 1996 (b), 1997 (c), and 1998 (d).

Water vapor flux densities due to frontal passages or if pressure pumping is affecting the evolution of CO$_2$ from the soil (Kimball, 1983). Over periods ranging between months and hours, the spectral density of pressure decreases in a monotonic fashion with increasing frequency. The slopes of these spectra are near $-1$ and their values translate to slopes of $-2$ when plotted as a function of $S_p(n)$. These slopes match the measurements and theoretical arguments presented by Kimball and Lemon (1970), who reported that the pressure power spectrum falls with a $-\frac{6}{3}$ slope in the turbulence portion of the spectrum (frequencies ex-
ceeding 1 h\(^{-1}\)). The data we present, however, suggest that the pressure power spectrum extends much further in time than was reported by Kimball and Lemon (1970).

### 3.3. Power spectra of mass and energy flux densities

Power spectra for flux densities of CO\(_2\) (\(F_c\)) are presented in Fig. 7 for yearly periods between 1995 and 1998. The CO\(_2\) flux density power spectrum exhibits several distinct features, as denoted by spectral peaks or gaps. All 4 years experience a low frequency peak (\(n \sim 0.0004\) h\(^{-1}\)) that corresponds with the spectral peaks of leaf area (Fig. 2), sunlight (Fig. 3) and air temperature (Fig. 4). Moving up in frequency, one encounters a distinct spectral gap. This feature varies considerably from year to year. In years 1995 through 1998, this gap occurred with periods of 20, 19, 28 and 27 days, respectively, which does not correspond with the spectral gap observed in Fig. 2 for leaf area index.

The observance of a spectral gap with a ‘month-long’ periodicity occurs because no meaningful biological or meteorological factor has power at that period. The time scale of this spectral gap has implications on gap-filling procedures. These data suggest that an updating of gap-filling algorithms on a monthly basis is adequate to capture short and long time scale features of the flux record.

The next set of spectral peaks occurred with periodicities (frequencies) of 3.9 (0.0107 h\(^{-1}\)), 4.8 (0.0086 h\(^{-1}\)), 2.5 (0.0166 h\(^{-1}\)) and 4.8 days during 1995 through 1998, respectively. A periodic sequence of clear and cloudy days following the passage of weather fronts will modulate canopy-scale CO\(_2\) exchange (Baldocchi, 1997; Gu et al., 2000). We cannot discount the impact of changing wind direction on the spectral peaks with multi-day periods. Our site has an appreciable amount of loblolly pine in the northwest quadrant of the flux footprint, so any change of wind direction will alter the source/sink being viewed by the tower-based flux measurement system. Progressing further up the spectrum, we observe that all 4 years experienced pronounced spectral peaks with periodicities of 24 h (0.0416 h\(^{-1}\)) and 12 h (0.0833 h\(^{-1}\)). This observation was expected, as it is widely known that CO\(_2\) exchange experiences a pronounced diurnal variation. Finally, noise is a feature of the power spectra at highest frequencies, or periods shorter than one-half of a day. We suspect noise occurs at high frequencies from natural run-to-run variability that is associated with eddy covariance measurements (Kaimal and Finnigan, 1994; Panofsky and Dutton, 1984).
To quantify inter-annual variability of canopy CO$_2$ exchange we constructed a continuous 4-year time series consisting of daily sums and performed a Fourier transform upon those data. Fig. 8 shows that distinct spectral peaks occur at periods of 342 days (0.00292 per day), 120 days (0.00833 per day), 52 days (0.0192 per day), 17 days (0.0588 per day) and 3.7 days (0.222 per day). The longest and shortest periods correspond with times scale associated with the annual cycle and the passage of weather fronts.
No spectral peak was observed at multi-year time scales, despite year-to-year differences in climate and growing season length. However, significant amounts of power are associated with periods of 2 through 4 years, as compared to higher frequency spectral peaks. An interesting feature of the multi-year spectrum is that we lose the semi-annual and quarterly spectral peaks (that were seen in the annual spectra) and gain spectral peaks with shorter periods (120 and 52 days), which do not correspond with any noted biological or meteorological periodicity.

Yearly scale power spectra for latent heat flux densities are presented in Fig. 9. If one overlays the power spectra for latent heat and CO₂ flux densities, one finds a similar spectral pattern, but one does not find perfect correspondence between spectral gaps and peaks. We discuss this issue below when we compute the co-spectrum between $F_{wp}$ and $\lambda E$.

3.4. Co-spectra, coherence and phase angles

Fig. 10 shows the co-spectrum between $F_c$ and $Q_p$, measured during 1997 — a representative year — as well as the coherence and phase angle spectra. The co-spectrum exhibits seasonal, daily and half-day spectral peaks and is flat on the hourly time scale (Fig. 10a). As with their respective power spectra, there is a pronounced co-spectral gap at the 'monthly' time scale (0.001 h⁻¹).

The magnitude of coherence between $F_c$ and $Q_p$ (Fig. 10b) is low (less than 0.1) for the annual to seasonal co-spectral peak, as well as the monthly spectral gap. Highest coherence (>0.6) corresponds with a small weekly scale co-spectral peak and with the stronger daily and half-day scale peaks.

The phase angles between $F_c$ and $Q_p$ (Fig. 10c) are close to 180° on annual to semi-annual time scales ($\alpha < 0.001$) and on daily time scales ($\alpha > 0.1$). The 180° phase shift occurs between $F_c$ and $Q_p$ because the temporal course of sunlight is associated with the withdrawal of CO₂ from the atmosphere, a flux that possesses a negative sign. The most distinct phase shift between $F_c$ and $Q_p$ occurs at the monthly time scale, when the phase angle is about −120°. On week to daily time scales, the phase angle relation between $F_c$ and $Q_p$ swings back and forth between leading and lagging each other by 180°. Results from the other years are summarized in Table 3. For years 1995, 1996 and 1998, the phase angles between $F_c$ and $Q_p$ were close to 180° for annual, semi-annual and daily time scales, too.

A co-spectrum between $F_c$ and air temperature ($T_{air}$) is presented in Fig. 11a. The greatest covariance occurs at the annual to seasonal and daily time scales. Furthermore, more covariance occurs under the low frequency peak portion of the co-spectrum for $F_c$ and $T_{air}$ than for $F_c$ and $Q_p$ (Fig. 10).
Like the photon flux and CO₂ flux density coherence spectra, the coherence between $F_c$ and $T_{air}$ is low at annual to seasonal periods (Fig. 11b). Except for the daily and half-day periods, coherence values are below 0.5 across the entire spectrum. These results suggest that one should not use only variations in sunlight to model CO₂ exchange of this forest, across a variety of time scales. We raise this point because many biogeochemical models estimate net and gross primary productivity on the basis of light use efficiency model of Kumar and Monteith (1981) (see Cramer et al., 1999).

The phase angle spectrum between $F_c$ and $T_{air}$ indicates that low frequency covariations between $F_c$ and $T_{air}$ experience a distinct 180° phase shift with one an-
other (Fig. 11c). This observation is the consequence of an enhancement of carbon uptake with positive perturbations in air temperature on time scales of seasons to years. At daily time scales the phase angle between $F_c$ and $T_{air}$ is on the order of 132°. This lag can be explained by the strong dependence of canopy photosynthesis on available light (e.g. Ruimy et al., 1995) and the subsequent 2–3 h lag that typically occurs between the daily course of sunlight and air temperature.

On the basis of studying temporal changes in atmospheric CO$_2$, a group of scientists has recently inferred how CO$_2$ concentrations and temperature
Table 3
Phase angle at the daily spectral peak (degrees) for the relation between CO₂ flux density and air temperature or quantum flux density

<table>
<thead>
<tr>
<th>Year</th>
<th>Fc − Tair</th>
<th>Fc − Qp</th>
</tr>
</thead>
<tbody>
<tr>
<td>1995</td>
<td>129</td>
<td>−179</td>
</tr>
<tr>
<td>1996</td>
<td>131</td>
<td>−179</td>
</tr>
<tr>
<td>1997</td>
<td>131</td>
<td>−179</td>
</tr>
<tr>
<td>1998</td>
<td>131</td>
<td>178</td>
</tr>
<tr>
<td>Year</td>
<td>Fc − Qp</td>
<td></td>
</tr>
<tr>
<td>1995</td>
<td>175</td>
<td></td>
</tr>
<tr>
<td>1996</td>
<td>176</td>
<td></td>
</tr>
<tr>
<td>1997</td>
<td>170</td>
<td></td>
</tr>
<tr>
<td>1998</td>
<td>175</td>
<td></td>
</tr>
<tr>
<td>Year</td>
<td>Fc − Tair</td>
<td></td>
</tr>
<tr>
<td>1995</td>
<td>175</td>
<td></td>
</tr>
<tr>
<td>1996</td>
<td>176</td>
<td></td>
</tr>
<tr>
<td>1997</td>
<td>170</td>
<td></td>
</tr>
<tr>
<td>1998</td>
<td>175</td>
<td></td>
</tr>
</tbody>
</table>

change relative with one another (Randerson et al., 1999). Changes in CO₂ and temperature are in phase during the winter. Then, an ecosystem loses carbon as it respires and respiration is closely coupled to temperature. During growing season CO₂ and temperature are out-of-phase. The dominant processes governing carbon exchange, then, are assimilation, which is driven primarily by available light (Ruimy et al., 1995), and respiration, a temperature-dependent process. A phase shift occurs because seasonal changes in temperature lag those in available light.

We are able to investigate and quantify these interactions further with the aid of direct CO₂ flux density measurements. To do so, we divided the 1997 data set into four segments, one for each season. With regard to seasonal scale frequencies (n < 0.002 h⁻¹) CO₂ exchange during the winter dormant period possessed the most distinct phase angle difference with Qp, a difference of 50° (Fig. 12; Table 4). On the other hand, CO₂ exchange was perfectly in phase with air temperature during the winter (Fig. 13; Table 4). This result is consistent with the results of Randerson et al. (1999) and is expected because respiration, by dormant temperate forests, is correlated with changes in temperature (Raich and Schlesinger, 1992; Hanson et al., 1993). During the growing season and autumn, the phase angles between seasonal CO₂ exchange and Qp and CO₂ exchange and air temperature were on the order of plus/minus 180°. During spring, the phase angles between Fc and Qp and Fc and Tair were on the order of −163°, at low frequencies. These data indicate that one should exercise caution when forcing springtime CO₂ exchange with simple algorithms based on either light and/or temperature, as light and air temperature provide weaker forcing on CO₂ exchange during this period of rapid physiological and phenological change, compared to changes in physiological capacity.

The low frequency and seasonally varying contributions of temperature on CO₂ exchange implies that simple estimates of CO₂ exchange cannot be generated on the basis of algorithms that are forced by annual means. An equal temperature perturbation during the dormant and growing seasons will impose a different forcings on the net annual carbon flux (e.g. a year with a warm winter and cool summer will experience a different sum of net ecosystem–atmosphere CO₂ exchange from a year with a cool winter and warm summer, though both years experience the same annual mean temperature).

There is plentiful evidence showing that carbon assimilation scales with evaporation on hourly and daily time scales (Makela et al., 1996), but how well these two processes correspond over multiple time scales is unknown Fig. 14a shows the co-spectra between Fwpl and λE. Fig. 14b shows the coherence spectrum and
Fig. 11. (a) Co-spectrum for air temperature ($T_a$) and CO$_2$ flux density. The spectral densities are multiplied by natural frequency, $n$, and are normalized by the mean covariance of the two time series. The data are from 1997. (b) Coherence spectrum for covariance between air temperature ($T_a$) and CO$_2$ flux density ($F_c$). (c) Phase angle spectrum for covariance between air temperature ($T_a$) and CO$_2$ flux density ($F_c$).

Fig. 14c shows the associated phase angle spectra. Coherent and in-phase spectral peaks occur on annual, seasonal and daily time scales. In fact coherence values are greater for the $F_c$ and $\lambda E$ than those shown previously for sunlight and air temperature. At the monthly to weekly time scales ($n$ between 0.001 and 0.003) the covariance between $F_c$ and $\lambda E$ either diminishes or changes sign (and goes off scale). We also report that $F_c$ lags $\lambda E$ by up to 90° in some instances and leads it by 60° in other instances. This behavior reflects the
impact of winter, when evaporation is low over the
dormant forest (Wilson and Baldocchi, 2000) but the
forest is respiring. Over a 12 h period, $F_c$ often leads
$\lambda E$, as indicated by the spike. This distinct phase an-
gle is as large as 40°. This feature reflects the impact
of $\lambda E$ going to zero at night, while $F_c$ changes sign as
the ecosystem respires.

3.5. Modeling the spectrum of relevant time scales for canopy $CO_2$ exchange

At present biophysical, biogeochemical and biogeog-
ographic models are used to evaluate $CO_2$ exchange
between the land and the atmosphere. The biophysical
models operate at minute to hourly time scales (Sellers
et al., 1997; Baldocchi, 1997) biogeochemical models use daily to monthly time steps (Schimel et al., 1991, 1996) and the biogeographical models use monthly to annual time steps (Hurt & et al., 1998; Cramer et al., 1999). With the information presented in this paper we can address several questions that are relevant to modeling carbon and water fluxes over multiple time scales. First, how much information is needed to apply a biophysical model on longer times scales? And second, how well does a biophysical model replicate the spectral peaks and gaps we have identified in the experimental record? To address these questions, we employed the biophysical CANOAK model (Baldocchi, 1997). We attempt to model multiple scales of variance in CO2 exchange by varying only input meteorology, leaf area index and photosynthetic capacity.

The model consists of coupled micrometeorological and physiological modules. The micrometeorological model computes leaf and soil energy exchange, turbulent diffusion, scalar concentration profiles and radiative transfer through the canopy at hourly time steps. Environmental variables, computed with the micrometeorological module, in turn, drive the physiological models that compute leaf photosynthesis, stomatal conductance, transpiration, and leaf, bole and soil/root respiration. The model is driven by a minimal number of external variables that were measured above the forest. Environmental inputs include incident photosynthetic photon flux density (Qp), air and soil temperature, wind speed, relative humidity and CO2 concentration. Temporal changes in leaf area and photosynthetic capacity are prescribed.

For a year with adequate soil moisture (1997), power spectra of CO2 exchange that were generated using CANOAK model calculations and from field data overlap one another across time scales ranging from a year to half-of-a-day (Fig. 15a). The model does not reproduce the hourly noise that is associated with atmospheric flux measurements, however. This lacking may be attributed, in part, to our inability to measure nocturnal fluxes of CO2 exchange well at this topographically undulating field site (see Baldocchi et al., 2000). Model calculations also overestimate spectral power of fluctuations that had a frequency of about 0.0005 cycles h−1. Across the spectrum model calculations and measurements are nearly in-phase with one another with on yearly, seasonal, weekly and daily time scales (Fig. 15b).

<table>
<thead>
<tr>
<th>Table 4</th>
<th>Phase angle at the seasonal spectral peak (degrees) for the relation between CO2 flux density and air temperature or quantum flux densitya</th>
</tr>
</thead>
<tbody>
<tr>
<td>Season</td>
<td>Fc − Tair</td>
</tr>
<tr>
<td>Winter dormant (D1-90)</td>
<td>0</td>
</tr>
<tr>
<td>Spring (D90-140)</td>
<td>−162</td>
</tr>
<tr>
<td>Growing season (D140-270)</td>
<td>−179</td>
</tr>
<tr>
<td>Autumn (270-320)</td>
<td>177</td>
</tr>
</tbody>
</table>

a The data are divided according to season. The data are from 1997.

During the year with a pronounced summer drought (1995), the model (which did not consider the role of soil water deficits on carbon assimilation and respiration) replicates time scales of variance in CO2 exchange measurement record that had periods ranging from a week to half-of-a-day (Fig. 16a). In contrast, model calculation fails to replicate the spectral peak that has a periodicity of about 10 days (n ∼ 0.004 h−1). The model also underestimates the power associated with seasonal to annual time scales (n < 0.0004 h−1), although measurements and calculations are in phase at this time scale.

Another use of the information presented in this paper is to provide guidance on temporal resolution and seasonal dynamics to biophysical and biogeochemical cycling models that predict ecosystem-scale carbon dioxide exchange. How much variance do models, that use relatively crude time steps, miss? With regards of using biogeochemical and biogeographical models that have long time steps, we quantified the impact of spectral filtering by model class by computing the proportional variance (area) under the spectral curve for the daily, semi-annual and annual peaks of the power spectrum for CO2 flux density. Twenty-one percent of the variance of CO2 exchange over the course of a year is associated with the annual cycle, 43% of the variance is associated with the diurnal cycle and 9% is associated with the semi-annual time scale.

Non-linear forcings by environmental variables are ubiquitous with regard to the operation and performance of ecosystems (Rastetter et al., 1992; Leuning et al., 1995). One criticism levied at models that use daily and monthly time step models is that they ignore non-linear forcings that occur on shorter time scales. The expected value of a non-linear and co-varying function is proportional to the function evaluated at
Fig. 13. Phase angle spectrum between air temperature and CO$_2$ flux density on a seasonal basis during 1997: (a) winter, (b) spring, (c) summer, and (d) autumn.
Fig. 14. (a) Co-spectrum for latent heat flux density ($\lambda E$) and CO$_2$ flux density. The spectral densities are multiplied by natural frequency, $n$, and are normalized by the mean covariance of the two time series. Spectra are presented for 1997. (b) Coherence spectrum for covariance between latent heat flux density ($\lambda E$) and CO$_2$ flux density ($F_c$). (c) Phase angle spectrum for covariance between latent heat flux density ($\lambda E$) and CO$_2$ flux density ($F_c$).
the means plus a term that is a function of the variance or covariance, respectively:

\[ E[x \cdot x] \sim \bar{x} \cdot \bar{x} + \bar{x'} \cdot \bar{x'} \]  

(3)

\[ E[x \cdot y] \sim \bar{x} \cdot \bar{y} + \bar{x'} \cdot \bar{y'} \]  

(4)

where over bars denote averaging and primes denote fluctuations from the mean; these relations can be derived using either Taylor’s expansion series or Reynolds’ averaging rules. If there is significant covariance at a finer time scale, then information is lost by ignoring variance and covariance terms. The results in this paper show significant variance and covariance at daily times scales. This is information that coarse resolution models will miss using monthly time steps.

Fig. 15. (a) Power spectra of CO₂ flux densities that were measured with the eddy covariance method and computed with the CANOAK model. Data are presented for 1997 (a wet year). (b) The phase angle between measured and calculated values of canopy CO₂ exchange.
4. Conclusions

Fourier analysis of long time series of carbon dioxide and water vapor exchange provide information on time scales of variance and covariance in the records of CO₂ and water vapor exchange that are not readily detectable by examining their time series. We detected significant variance at times scales of a day and season, as expected and, we saw significant variance at the time scale of weeks and a pronounced spectral gap on the time scale of a month, which is rarely quantified.

Of particular note is the ability of Fourier analysis to inspect if model calculations of CO₂ and water vapor exchange are capturing the various spectral peaks and gaps that are identified in the experimental record. By varying meteorology, leaf area index and photosynthetic capacity we are able to replicate most of the spectral gaps and peaks that are associated with CO₂ exchange, when soil moisture is ample. By not accounting for the effects of summer droughts on computing CO₂ flux densities we are unable to account for a spectral peak that has a periodicity of 10 days.
In the future, we intend to apply Fourier analysis to the time series of flux measurements at other field sites across the FLUXNET network (see Running et al., 1999). We intend to examine spectral patterns at sites with contrasting climates and different seasonality, such as boreal and tropical forests, savanna woodlands and crops.

Spectral information on mass and energy exchange has potential for guiding gap-filling procedures (Falge et al., 2000). At present some investigators are constructing binned averaged diurnal patterns, over a specified interval, to estimate missing CO₂ fluxes (Moncrieff et al., 1996; Jarvis et al., 1997; Baldocchi, 1997). If the averaging period is too short then the constructed means possess relatively large sampling errors (Moncrieff et al., 1996). If the averaging period is too long, then one introduces low frequency noise on the average by incorporating seasonal trends. The prominent spectral gap at monthly time scales indicates that monthly re-evaluation of gap-filling algorithms is adequate.

In closing, we acknowledge that wavelet analysis may be another worthwhile tool with which to examine long records of mass and energy exchange data (Gabriel Katul, personal communication). Wavelets produce spectra that are local in time, and hence have the potential to dissect the impact of such phenomena as regional scale droughts or prolonged cloudy periods across a network of sites. Another alternative is Lomb’s periodogram method (Press et al., 1992), as it can be applied to the data sets with natural gaps.
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