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Abstract. A modification to the relaxed eddy accumulation (REA) flux measurement
technique is proposed which maximizes the scalar mixing ratio difference in updrafts and
downdrafts. This technique was developed with the goal of measuring the stable isotope
(13C/12C and 18O/16O) ratios of updraft and downdraft air and thus the net fluxes of
13C16O2 and 12C18O16O. Current mass spectrometer precision is small relative to measured
isotopic gradients in CO2 in the Earth’s boundary layer, and the conventional REA
approach is likely to be ineffective. The new technique, which we refer to as hyperbolic
relaxed eddy accumulation (HREA), uses the conditional sampling concept of hyperbolic
hole analysis to control sampling of air during only those turbulent events which
contribute most strongly to the flux. Instead of basing updraft/downdraft sampling
decisions strictly on vertical wind velocity, CO2 mixing ratio ([CO2]) fluctuations or those
of another scalar are also used. Simulations using 10-Hz data show that a wind-based/
scalar-based sampling threshold can achieve a factor of 2.7 increase in scalar
updraft/downdraft [CO2] differences over simple REA. During midday periods with strong
photosynthetic fluxes, up/down [CO2] differences with HREA of 8–10 ppm are possible,
compared with 3–5 ppm for the best conventional REA case. Corresponding isotopic
differences can likely be resolved with current mass spectrometers using this approach.

1. Introduction

Measurements of isotopic fluxes of carbon dioxide and water
vapor are likely to provide valuable insight into the terrestrial
carbon cycle. Previous work [Francey and Tans, 1987; Friedli et
al., 1987; Farquhar et al., 1993] has illuminated two biological
processes which have a strong controlling influence on the 18O
signature of atmospheric CO2. First, CO2 respired by roots and
soil microbes is slow to diffuse out of the soil and equilibrates
isotopically with soil water [Hesterberg and Siegenthaler, 1991;
Amundson et al., 1998]. Second, during photosynthesis, CO2

that diffuses into leaves but is not fixed photosynthetically will
diffuse back out, after equilibrating isotopically with water in
the leaf via the enzyme carbonic anhydrase [Farquhar et al.,
1993]. Evaporation at the internal leaf surfaces substantially
enriches leaf water (and thus CO2) in 18O relative to soil water.

The carbon 13 content of atmospheric CO2 is also influ-
enced by the biosphere. Photosynthesis discriminates against
the heavier 13C isotope [Farquhar et al., 1989], leaving the air
relatively enriched in 13C relative to leaves. Respired CO2 in
ecosystems originates both from recently fixed photosynthates
and from very recalcitrant organic substrates [Trumbore, 1993;
Schimel et al., 1994]. Thus a portion of soil respiration reflects

the 13C signature of an earlier atmosphere, in which the d13C of
CO2 was different from the present [Keeling et al., 1989]. (In the
present paper we use d notation to describe isotope ratios relative
to a standard, where d13C (or d18O) 5 (Rsample/Rstandard 2 1) 3
1000, where R is the molar ratio of heavy to light isotope. Here
d is expressed in per mil (‰).)

Therefore CO2 associated with photosynthesis and with res-
piration contains different isotope ratios, and at most locations
these isotope ratios also differ considerably from background
atmospheric CO2. These natural labels will in principle allow
us to partition net CO2 flux into its gross respiratory and
photosynthetic components [Farquhar et al., 1993; Yakir and
Wang, 1996; Lloyd et al., 1996; Flanagan et al., 1997]. Further,
measurements of surface fluxes of 13C16O2 and 12C18O16O will
provide an additional and very valuable constraint on global-
scale inversion models [Ciais et al., 1997a, b] and increase our
understanding of terrestrial versus oceanic influences on atmo-
spheric CO2.

Observed [CO2] variation in surface and mixed layer profiles
is of the order of 10–15 ppm, and the measured isotope ratio
range in a given profile is about 1‰ for both d13C and d18O in
CO2, depending on latitude [Nakazawa et al., 1997; Lloyd et al.,
1996]. Keeling-type mixing measurements at a variety of lati-
tudes and ecosystem types [e.g., Keeling, 1958, 1961; Lancaster,
1990; Flanagan et al., 1996, 1997; Buchmann et al., 1997] sug-
gest that these small isotopic variations are fairly representa-
tive. At present, the best published mass spectrometer preci-
sions for d13C and d18O in CO2 are 0.03‰ and 0.05‰,
respectively [Trolier et al., 1996]. Lloyd et al. [1996] show with
a mass balance model that isotope ratio differences in updrafts
and downdrafts (which we wish to measure using relaxed eddy
accumulation) are of the order of tenths of per mil. Resolution
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of such small isotopic differences presents quite a measure-
ment challenge.

The flux-gradient technique has been used with success to
partition net CO2 flux into photosynthetic and respiratory com-
ponents over several crops [Yakir and Wang, 1996]. Strong
vertical gradients (a few per mil within tens of meters for d13C
and d18O) in the CO2 isotope ratio have been observed within
and below forest canopies [e.g., Sternberg et al., 1989; Buch-
mann et al., 1997; Flanagan et al., 1996, 1997]. However, the
standard flux-gradient approach is difficult to use close to (or
within) a tall forest canopy, as the flux-profile relationships on
which it is based are only valid in the surface layer, above the
roughness sublayer [Cellier and Brunet, 1992]. Isotopic gradi-
ents in the surface layer over forests are much smaller
(,0.05‰ m21) [Lloyd et al., 1996]. To successfully use the
flux-gradient approach, large measurement height differences
would be necessary, leading to associated flux footprint heter-
ogeneity concerns [Schmid, 1994]. Although the eddy covari-
ance technique can be used to measure total CO2 fluxes [e.g.,
Goulden et al., 1996], it cannot be used to measure isotopic
CO2 fluxes since fast response mass spectrometers are unavail-
able for CO2. Thus relaxed eddy accumulation is the most
promising flux measurement technique presently available for
measuring isotopically differentiated fluxes of CO2 in forest
ecosystems.

In this paper we examine the usefulness of the REA tech-
nique to measure net fluxes of 13C16O2 and 12C18O16O over a
deciduous forest in eastern Tennessee. We begin with relevant
REA theory and present a modification to the standard sam-
pling strategy. Then, using simulations with fast (10 Hz) data
sets for wind, CO2, H2O, and isoprene, we examine how far we
can extend the appropriate sampling threshold in each case to
maximize the difference in scalar mixing ratios in updrafts and
downdrafts. We conclude with a discussion of the potential for
measurement of stable isotope fluxes of CO2 using relaxed
eddy accumulation.

2. Theory
The relaxed eddy accumulation (REA) technique [Businger

and Oncley, 1990] allows flux measurement for many scalars for
which fast instruments (i.e., 5- to 10-Hz sampling rate) are not
available. This involves sampling turbulent air based on verti-
cal wind fluctuations (w9), collecting updraft air in one reser-
voir and downdraft air in another, at a constant flow rate. After
a suitable sampling interval the reservoirs are analyzed with
slower instruments, and the scalar flux is related to the mixing
ratio difference in the two reservoirs by

F 5 rw9c9 5 rbsw~cup 2 cdn! (1)

where F 5 rw9c9 5 flux (g m22 s21), r is air density (g m23),
b is a theoretical or empirical coefficient (dimensionless), sw is
the standard deviation of w (m s21), and c# up and c# dn are the
average mixing ratios of the scalar in updrafts and downdrafts,
respectively. Here b has a theoretical value of 0.627 if the joint
probability distribution between w and c is Gaussian [Baker et
al., 1992]. Often a wind threshold is used to extend the mixing
ratio difference in the reservoirs [e.g., Pattey et al., 1993], with
a corresponding decrease in b; only larger updrafts (w9 .
threshold) and downdrafts (w9 , 21 3 threshold) are sam-
pled, and air near w9 5 0 is discarded. In this paper we follow
the standard convention that an overbar represents time

(Reynolds) averaging and a prime represents deviation from
that average.

To illustrate the REA sampling concept, consider Figure 1,
which is a two-dimensional frequency distribution of water
vapor fluctuations versus vertical wind fluctuations, collected
over a deciduous forest in eastern Tennessee (see section 3).
We follow the convention that an upward flux is positive.
Notable in this figure is the correlation between normalized
water vapor fluctuations (q9/sq) (in this paper, sx refers to the
standard deviation of x , calculated over a 30-min measurement
period) and w9/sw. Those periods with w9/sw . 0 tend to
also have q9/sq . 0 (quadrant 1), and those with w9/sw , 0
generally have q9/sq , 0 (quadrant 3). Points in these quad-
rants contribute to the upward water vapor flux in a positive
way, that is, upward moving air is generally more humid and
downward moving air is drier. Both cases are examples of
instantaneous water vapor movement with the mean concen-
tration gradient. Most points in Figure 1 fall in these quad-
rants. However, some sampled air falls into quadrants 2 and 4,
which correspond to moist air moving downward or dry air
moving upward, i.e., against the mean concentration gradient.
This effect in fact diminishes the water vapor flux, and thus air
that is sampled using REA during these turbulent events di-
minishes the measured mixing ratio difference in updrafts and
downdrafts. If this mixing ratio (or isotope ratio) difference is
already small relative to the analyzer precision (as it is for
isotope ratios), we are unlikely to resolve it correctly.

The standard, no-threshold REA sampling approach would
collect all updraft air (all points with w9/sw . 0 in quadrants
1 and 4) and all downdraft air (w9/sw , 0, quadrants 2 and 3)
in separate reservoirs. The inclusion of air from the counter-
gradient quadrants (2 and 4) limits the mixing ratio difference
in the reservoirs.

The dashed lines in Figure 1 represent a wind velocity
threshold of 0.6sw, which was recommended by Oncley et al.
[1993] to maximize signal (mixing ratio difference) to noise
(measurement uncertainty) ratio. Sampled air in quadrants 1
and 4 with wind velocity exceeding this threshold is considered
a significant updraft and is considered in quadrants 2 and 3 a
significant downdraft. Since scalar mixing ratio is correlated
with w , using a large velocity threshold generally improves the
mixing ratio difference in updrafts and downdrafts. However,
note that there is still a large contribution from the counter-
gradient flux quadrants; minimizing this contribution is our
goal.

The REA technique was developed to measure scalar fluxes
for which no fast instruments are available. For CO2, however,
we have the advantage that we can measure turbulent fluctu-
ations at 10 Hz. This additional information enables us to
sample only those events which contribute strongly to the CO2

flux, thus collecting air at either end of the CO2 mixing ratio
range. By using measurements of total CO2 as a proxy for
isotope ratio, we can maximize the difference in isotope ratio
in collected updrafts and downdrafts.

Various conditional sampling approaches have been used in
the past [e.g., Antonia, 1981; Coppin et al., 1986; Bergstrom and
Hogstrom, 1989; Duncan and Schuepp, 1992] to analyze turbu-
lence structure in the surface layer. A common approach is to
exclude a “hole” in velocity-scalar space, defined by two hy-
perbolas [e.g., Shaw et al., 1983; Shaw, 1985; Baldocchi and
Meyers, 1988]. We define the threshold for hyperbolic relaxed
eddy accumulation (HREA) sampling using
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H 5 U Sw9

sw
D S c9

sc
D U (2)

where H is an arbitrary dimensionless threshold referred to as
hole size and c is the mixing ratio or concentration of the
scalar. Note this formulation differs from the traditional ap-
proach used for momentum flux by Shaw et al. [1983] (H 5
u9w9/u9w9) in that the threshold is scaled by sw and sc in-
stead of the total flux (i.e., the two methods differ by the
correlation coefficient r since by definition a9b9 5 rsasb).
HREA differs from REA only in the additional use of scalar
concentration to define the sampling threshold. As with con-
ventional REA, sampling must be achieved at constant flow
rate, and (1) is used to calculate the flux.

Figure 2 shows a frequency distribution of w9 /sw and
2CO92/sCO2

. This photosynthetic (downward) CO2 signal has
been inverted to maintain consistency with Figure 1. Thus
quadrants 1 and 3 remain associated with fluxes along the
mean concentration gradient instead of against it. The dashed
lines show the hyperbolic threshold defined by H 5 1.1. (The
dotted line threshold is explained in section 3.) The center
region is the hole, which is excluded from sampling. Any air in

quadrants 1 and 4 which has a product of w9/sw and CO92/sCO2

with magnitude sufficient to exceed the hyperbolic threshold H
is considered a significant updraft, and air outside the thresh-
old in quadrants 2 and 3 is a significant downdraft. (Recall that
w9 is positive in quadrants 1 and 4 (updrafts) and negative in
quadrants 2 and 3 (downdrafts).) Note that there are very few
points in the countergradient quadrants (2 and 4) that fall
outside the threshold; without explicitly ignoring these quad-
rants, we can effectively remove the influence of them on
HREA air collection. Thus HREA sampling allows the existing
concentration gradient in the atmosphere to be more fully
exploited than does REA (by focusing on the most significant
instantaneous flux events).

The HREA method requires that means and standard devi-
ations for w and CO2 or other scalars be known at the time of
sampling. This is impossible in a true Reynolds average sense,
as the statistics of the flow can only be computed after the fact.
However, digital recursive filters are now routinely used to
compute means for turbulence statistics [McMillen, 1988;
Shuttleworth et al., 1984; Baldocchi and Meyers, 1991], and thus
this requirement should present no problem.

Figure 1. A two-dimensional frequency distribution of water vapor fluctuations (q9) versus vertical wind
velocity (w9) fluctuations, collected over a 30-min period at the Walker Branch Watershed in eastern
Tennessee. Both quantities are normalized by their respective standard deviations and are dimensionless.
Shading indicates frequency of occurrence. Dashed lines show an relaxed eddy accumulation (REA) sampling
threshold of 0.6sw, as described in the text.
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We also borrow from hole analysis the concept of time
fraction. For a given hole size a certain amount of air is ex-
cluded from analysis. This means that only a fraction of a given
flux measurement period will be sampled as updrafts or down-
drafts. The fractions of 10-Hz samples actually collected for
updrafts and downdrafts, relative to the total number of sam-
ples in the measurement period, are referred to as updraft and
downdraft time fractions, respectively. As hole size increases,
time fractions will decrease, and volume of sampled air will
also decrease (since sampling flow rate must remain constant).
Thus there is a practical analytical limit to hole size, which we
must determine in order to maximize updraft/downdraft dif-
ferences.

3. Methods
We investigated the limits of standard REA thresholds and

HREA hole sizes with a series of simulations. Fast (10 Hz)
turbulent data were collected for a variety of scalars, and these
time series were analyzed with simulated REA and HREA
sampling. With these simulations we examined how far the
thresholds can be extended to maximize mixing ratio differ-
ences in updrafts and downdrafts. We also examined the ef-
fectiveness of the HREA technique when an easily measured

scalar (such as virtual temperature) is substituted for the scalar
of interest in making updraft/downdraft decisions.

3.1. Site Description

This study was conducted August 14–23, 1996, at the Walker
Branch Watershed, a mixed deciduous forest representative of
the Eastern deciduous biome. The watershed is located on the
United States Department of Energy Reservation near Oak
Ridge, Tennessee (358579300 latitude, 848179150 longitude), at
365 m elevation. The forest is composed of uneven stands of
oak (Quercus spp.), hickory (Carya spp.), red maple (Acer
rubrum), and scattered pine (Pinus echinata Mill. and Pinus
virginiana Mill.). Mean annual precipitation and temperature
are 1.39 m and 14.58C, respectively. Further site details are
given by Johnson and van Hook [1989].

Flux measurements were made from a 44-m instrument
tower located at the site. The mean height of the forest canopy
during this experiment was 26 m.

3.2. Instrumentation

Sensible heat, latent heat, and carbon dioxide fluxes were
measured at 37 m using the eddy covariance (EC) technique,
as described by Baldocchi and Harley [1995]. Briefly, CO2 and
H2O vapor fluctuations were measured with an open-path,

Figure 2. Normalized two-dimensional frequency distribution of CO92 (multiplied by 21) versus w9 . Dashed
lines indicate a hyperbolic REA (HREA) sampling hole size of 1.1, and the dotted line indicates the change
of threshold in quadrant 3 associated with the asymmetric HREA approach.
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infrared absorption gas analyzer [Auble and Meyers, 1992].
Wind velocity and virtual temperature fluctuations were mea-
sured using a triaxial sonic anemometer (SWS-211/3K, Ap-
plied Technologies, Inc., Boulder, Colorado) with a 15-cm path
length. Virtual heat fluxes were converted to sensible heat
fluxes [Schotanus et al., 1983]. Humidity measurements for this
conversion were obtained using an HMP-35A sensor (Vaisala,
Inc., Woburn, Massachusetts). All flux measurements during
this study were made over a sample period of 30 min, and all
turbulent data were collected at 10 Hz.

The EC technique was also used to measure isoprene fluxes,
at 40 m. A second triaxial sonic anemometer (SAT-211/3K,
Applied Technologies, Inc., Boulder, Colorado) was located at
this height. Isoprene mixing ratio was measured using a com-
mercially available ozone-induced chemiluminescence instru-
ment called a fast isoprene system (FIS) (Hills Scientific, Boul-
der, Colorado). A recent study demonstrated that this
instrument is suitable for eddy covariance measurements
[Guenther and Hills, 1998]. Sampled air for the FIS was
pumped from within 10 cm of the sonic anemometer path
through a 460-cm length of 0.64-cm OD Teflon tubing to a
reaction cell, where it was reacted with 4% ozone produced by
a high-voltage discharge ozonizer. This reaction produces ex-
cited-state products, which emit light that is detected with a
photomultiplier tube. Delay time through the sample inlet was
calculated by examining the cross correlation between isoprene
and vertical wind for each 30-min sample period. Calibrations
were performed several times daily using a NIST-traceable
standard (5.85 ppmv isoprene in N2) that was diluted to 0–40
ppb using internal mass flow controllers.

3.3. REA and HREA Simulations

From the larger data set, all unstable (defined following
convention as z /L , 0, where z is measurement height
(meters) above zero plane displacement and L is Obukhov
length (meters)) 30-min periods were selected from August 20,
21, and 22, 1996, when turbulent data were available for CO2,
H2O, temperature (T), and isoprene, a total of 60 periods in
all. During the majority of periods the net CO2 flux was pho-
tosynthetic (downward), but a few unstable early morning pe-
riods exhibited net respiratory fluxes. Coordinate rotations
were performed for each period [e.g., Kaimal and Finnigan,
1994] to align measurements with the mean wind, forcing v# and
w# to zero. This rotation is not possible during an actual REA
measurement, as air must be sampled before all the data for
the rotation are available. However, Bowling et al. [1998] show
that rotation errors in measured REA fluxes at this site are
minimal. Density corrections [Webb et al., 1980; Pattey et al.,
1992] were not applied, as our purpose was simply to compare
REA, HREA, and EC fluxes, for which the corrections will not
differ.

Five types of simulations were performed. The first was
standard REA sampling with a constant w threshold (wt),
varying from 0.0 to 0.6 m s21. For a scalar c , any sample with
w9 . wt was considered an updraft, and these updraft samples
were mathematically averaged over the 30-min period to get
c# up in equation (1) (vice versa for downdrafts). Sonic virtual
temperature (T) was sampled in the same fashion, and the b
coefficient for the period was calculated by rearranging (1) as

b 5
w9T9

sw~T# up 2 T# dn!
(3)

Note that we use an empirical rather than theoretical [Businger
and Oncley, 1990; Baker et al., 1992; Pattey et al., 1993] ap-
proach, based on our own REA measurements of isoprene
[Bowling et al., 1998] and CO2 fluxes [Oncley et al., 1993], as
well as the simulation results of Katul et al. [1996]. This scalar
similarity approach assumes that the b value calculated for T
can be used for other scalars (CO2, H2O, and isoprene), an
assumption that we address later in this paper. The values for
b , c# up, and c# dn for all REA and HREA simulations in this
paper were calculated using this approach. The definitions of
updrafts and downdrafts, however, differed for each of the five
simulations.

The second simulation involved REA sampling with a
threshold dependent on sw (calculated for each 30-min peri-
od), where wt ranged from 0.2sw to 1.4sw, with w9 . wt for
updrafts and w9 , 2wt for downdrafts.

The third sampling method was HREA, with hole size (H)
varying from 0.25 to 1.50. Samples with u(w9/sw)(c9/sc) u , H
were always rejected, those with u(w9/sw)(c9/sc)u . H and w9 . 0
were considered updrafts, and those with u(w9/sw)(c9/sc)u . H and
w9 , 0 were considered downdrafts.

The fourth simulation involved HREA with an asymmetric
hyperbola in quadrant 3 only, which was found to be necessary
to keep downdraft time fractions close to updraft time frac-
tions, a consequence of the skewness of the probability density
distributions of the scalars (see section 4 for details). The only
difference in HREA and asymmetric HREA is that for the
latter, the portion of the hyperbola that lies in quadrant 3 is
moved toward the origin from its original location. This is
illustrated by the dotted line in Figure 2. Since for REA or
HREA our sampling protocol is arbitrary anyway, this has the
desired effect of maintaining more constant downdraft time
fractions. Again, samples with u(w9/sw)(c9/sc) u , H were
always rejected, and those with u(w9/sw)(c9/sc) u . H and
w9 . 0 were considered updrafts. A sample in quadrant 2 was
considered a downdraft if u(w9/sw)(c9/sc) u . H , and in
quadrant 3 downdrafts were defined by u(w9/sw)(c9/sc) u .
H/ 2.

The fifth simulation was identical to the fourth except in
quadrant 3, where H/m was used as the cutoff instead of the
arbitrary H/ 2. The parameter m is based on skewness of the
probability density distribution for each scalar as described in
section 4.

4. Results and Discussion
Results for the simulations with CO2 fluxes are shown in

Table 1. The basic REA case with no threshold shows an
average difference in CO2 mixing ratio (DCO2) in updrafts and
downdrafts for all 60 periods of 1.87 ppm. The 60 periods
represent fluxes throughout the day, so this average is not a
physically or biologically meaningful value. However, we can
use it to compare the relative effectiveness of these techniques.
The lack of perfect correlation between REA and EC fluxes is
due to lack of perfect scalar similarity between T and CO2,
since the b value for REA was calculated from temperature
data (equation (3)). As the threshold size increases, DCO2

increases, with a corresponding decrease in time fractions and
b . Note the correlations remain high but the fit to the 1:1 line
degrades (i.e., ¥dYX

2 /¥y2 increases). There is an important
practical limit to the size of the threshold, as enough air must
be collected for analysis. Assuming (1) a constant sampling
flow rate of 350 cm2 min21, (2) a volume requirement for

9125BOWLING ET AL.: HYPERBOLIC RELAXED EDDY ACCUMULATION



analysis of 1 L of air, and (3) a 30-min sampling period, a time
fraction of 0.10–0.15 seems an appropriate minimum (maxi-
mum threshold of 0.5 m s21; Table 1). Thus the standard
constant-threshold REA technique can only improve DCO2 by
3.54 ppm/1.87 ppm or a factor of 1.8 over the simple REA case
with no threshold.

If instead we allow the threshold to change between 30-min
periods (but remain constant within any given period) by mak-
ing it a function of sw, we can improve DCO2 to 3.26 ppm or
so (wt 5 1.2sw; Table 1) and still sample enough air for
analysis. This is not an improvement for DCO2 over the simple
REA case, but note that the time fractions (and thus sampled
volumes) become much more consistent, a benefit which is
desirable from an analytical standpoint. The r2 values and the
1:1 fit are also much better. The first row of values in paren-
theses in Table 1 shows the threshold of 0.6sw which opti-
mizes both the signal-to-noise ratio and statistical sampling

uncertainty [Oncley et al., 1993]. Our results suggest that this
threshold may be more conservative than necessary.

The results for HREA simulations are also shown in Table
1. As hole size is increased, time fractions decrease as well, but
not equally for updrafts and downdrafts. Downdraft time frac-
tions are consistently less than those for updrafts, limiting H
with our sampling volume criterion to about 0.75. DCO2 in-
creases as expected to 4.42 ppm, but the low downdraft time
fractions force a more conservative hole size.

This is a consequence of the fact that updrafts and down-
drafts are not symmetric with respect to scalar mixing ratio in
the presence of a vertical concentration gradient. Mean prob-
ability density distributions for all 60 periods for w and the
scalars are shown in Figure 3. The density for w is fairly
symmetric, as has been noted by many workers at z/h near 1.5
and greater (see Raupach et al. [1996] for review). However,
the distributions for the scalars are all fairly skewed to the left

Table 1. Results of Simulation of REA and HREA Sampling Techniques for CO2 Fluxes at the Walker Branch Watershed

Method

Threshold/
Hole Size,

m s21
Up Time
Fraction

Down Time
Fraction

DCO2,
ppm b r2 ¥dYX

2 /¥y2

REA
0.0 0.49 (0.04) 0.51 (0.04) 1.87 (1.05) 0.58 (0.10) 0.983 1.06
0.1 0.38 (0.05) 0.41 (0.06) 2.18 (1.23) 0.48 (0.07) 0.992 0.53
0.2 0.29 (0.08) 0.31 (0.08) 2.48 (1.46) 0.43 (0.04) 0.996 0.30
0.3 0.23 (0.09) 0.23 (0.08) 2.71 (1.87) 0.38 (0.04) 0.973 1.67
0.4 0.17 (0.08) 0.16 (0.08) 2.98 (2.14) 0.33 (0.12) 0.983 1.03
0.5 0.13 (0.07) 0.11 (0.07) 3.27 (2.08) 0.31 (0.11) 0.928 4.74
0.6 0.10 (0.06) 0.08 (0.05) 3.54 (1.88) 0.28 (0.16) 0.951 3.23

REA
0.2sw 0.41 (0.03) 0.43 (0.04) 2.18 (1.20) 0.49 (0.07) 0.989 0.73
0.4sw 0.33 (0.03) 0.35 (0.03) 2.44 (1.35) 0.44 (0.05) 0.993 0.45

(0.6sw) (0.27 (0.03)) (0.28 (0.03)) (2.68 (1.49)) (0.40 (0.03)) (0.996) (0.24)
0.8sw 0.21 (0.02) 0.21 (0.02) 2.91 (1.62) 0.37 (0.02) 0.997 0.16
1.0sw 0.17 (0.02) 0.15 (0.02) 3.11 (1.77) 0.35 (0.04) 0.996 0.22
1.2sw 0.12 (0.02) 0.11 (0.01) 3.26 (1.92) 0.34 (0.12) 0.988 0.78
1.4sw 0.09 (0.02) 0.07 (0.01) 3.37 (2.08) 0.41 (1.07) 0.766 3.23

HREA
0.25 0.29 (0.03) 0.30 (0.04) 2.99 (1.60) 0.36 (0.05) 0.985 0.97
0.50 0.21 (0.02) 0.20 (0.04) 3.77 (1.96) 0.30 (0.05) 0.977 1.48
0.75 0.16 (0.02) 0.13 (0.03) 4.42 (2.21) 0.24 (0.05) 0.966 2.29
1.00 0.13 (0.03) 0.09 (0.03) 4.92 (2.44) 0.22 (0.05) 0.949 3.57
1.25 0.11 (0.03) 0.06 (0.02) 5.31 (2.69) 0.21 (0.09) 0.841 10.9
1.50 0.09 (0.02) 0.04 (0.02) 5.60 (3.05) 0.22 (0.13) 0.732 23.3

HREA (H/2)
0.25 0.29 (0.03) 0.35 (0.04) 2.98 (1.53) 0.36 (0.05) 0.987 0.83
0.50 0.21 (0.02) 0.27 (0.05) 3.76 (1.79) 0.28 (0.05) 0.978 1.32
0.75 0.16 (0.02) 0.22 (0.04) 4.42 (2.00) 0.24 (0.05) 0.965 2.20
1.00 0.13 (0.03) 0.18 (0.04) 4.94 (2.18) 0.22 (0.05) 0.952 3.07

(1.10) (0.12 (0.03)) (0.16 (0.04)) (5.11 (2.26)) (0.21 (0.05)) (0.947) (3.40)
1.20 0.11 (0.03) 0.15 (0.04) 5.27 (2.35) 0.21 (0.05) 0.942 3.68
1.25 0.11 (0.03) 0.14 (0.03) 5.35 (2.39) 0.20 (0.05) 0.941 3.79
1.50 0.09 (0.02) 0.12 (0.03) 5.68 (2.65) 0.20 (0.08) 0.918 5.18
1.75 0.08 (0.02) 0.10 (0.03) 5.99 (2.91) 0.17 (0.12) 0.896 7.36

HREA (H/m)
0.5 0.21 (0.02) 0.21 (0.06) 3.58 (2.22) 0.31 (0.52) 0.796 29.32
0.75 0.16 (0.02) 0.15 (0.06) 4.17 (2.64) 0.19 (0.63) 0.846 17.86
1.0 0.13 (0.03) 0.11 (0.05) 4.70 (3.13) 0.35 (0.89) 0.825 17.88
1.1 0.12 (0.03) 0.09 (0.04) 4.88 (3.33) 0.29 (0.44) 0.850 15.61
1.2 0.11 (0.03) 0.08 (0.04) 5.03 (3.54) 0.26 (0.37) 0.484 143.4
1.25 0.11 (0.03) 0.08 (0.04) 5.11 (3.62) 0.25 (0.31) 0.464 172.7
1.5 0.09 (0.02) 0.06 (0.04) 5.41 (3.99) 0.26 (0.42) 0.409 425.7

Data are from 60 unstable 30-min sampling periods over 3 days in August 1996 and are presented as means (standard deviation). DCO2 is the
average magnitude of the difference in [CO2] in updrafts and downdrafts; r2 is the coefficient of determination of a least squares linear regression
between REA (or HREA) fluxes and EC fluxes. The error statistic in the rightmost column is the ratio of the unexplained to explained sum of
squares (multiplied by 100), a measure of goodness of fit to a 1:1 line [Sokal and Rohlf, 1995]. Other terms are as defined in the text. The REA
threshold recommended by Oncley et al. [1993] and the asymmetric HREA hole size selected in this study (H/ 2) are shown in the two rows of
values in parentheses.
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(q , T , and isoprene) or to the right for those scalars with net
sinks at the surface (CO2). The skewness of a random variable
x is defined as [Kaimal and Finnigan, 1994]

Skx 5 ~ x9!3/sx
3 (4)

Average skewness for these variables was w (0.06), CO2

(20.16), q (0.37), T (0.90), and isoprene (1.09). Skewed
probability distributions for wind velocity have been observed
at many sites, including the Walker Branch [Baldocchi and
Meyers, 1988], and have also been noted for temperature
[Maitani and Shaw, 1990; Amiro, 1990; Katul et al., 1997b]. For
T , q , and isoprene, there tend to be more samples below the
mean value than above, and the distribution has a very sharp
cutoff on the low (left) side of Figure 3. These are minimum
values for each scalar, representing the effect of the well-mixed
boundary layer above, and are associated with downdrafts.
Updrafts tend to carry air with higher mixing ratios, as the
sources for these scalars (T , q , and isoprene) are the vegeta-
tion canopy below the instruments. For CO2, photosynthetic
drawdown diminishes mixing ratios in the canopy, and thus
updrafts carry less CO2 than downdrafts. Hence the distribu-
tion is skewed to the right. Air in the convective boundary layer
above the instruments is well-mixed and represents the back-
ground [CO2] that mixes with biologically influenced CO2 from
below.

This skewness in the CO2 distribution is apparent in Figure
2 as a strong concentration of points in quadrant 3 (recall CO2

was inverted in this figure). When using a symmetric hyper-
bolic sampling threshold, it is clear that this skewness results in
lower downdraft time fractions than updraft time fractions,
and thus with a minimum sampling volume criterion we are
forced to use a smaller hole size.

For this reason we modified the sampling criterion in quad-
rant 3, arbitrarily moving the hyperbola toward the origin (the
H/ 2 method), to bring the time fractions closer together. From
the results in Table 1 we see that an asymmetric hole size of

H 5 1.25 provides average time fractions of 0.11 and 0.14 for
updrafts and downdrafts, respectively, while extending DCO2

to 5.35 ppm. These time fractions are averages of all 60 peri-
ods; examination of the full data set (not shown) suggests that
the more conservative hole size of H 5 1.1 will achieve a
factor of 2.7 improvement over simple REA while providing
time fractions that are greater than 0.1 for virtually every run.
An important limitation is introduced upon using an asymmet-
ric hole: The direction of the flux must be assumed a priori.
This is a potential problem for a scalar such as CO2 over a
forest that exhibits both upward (respiratory) and downward
(photosynthetic) fluxes over a diurnal cycle. However, at
present it is unlikely that isotope ratio differences will be dis-
cernible except under the strongest midday flux conditions (see
Figure 7), so this limitation is not serious.

In principle, it would be preferable to base the change in
quadrant 3 on some measure of skewness rather than choose
an arbitrary value such as H/ 2 as done here. Various studies
have shown that the difference in time fraction in quadrants 1
and 3 can be related directly to the skewness of either hori-
zontal wind velocity (for momentum flux [Nakagawa and Nezu,
1977; Nagano and Tagawa, 1988]) or scalars (for scalar flux
[Katul et al., 1997a]). On the basis of a third-order cumulant
expansion of the joint probability density function for w and a
scalar c , Katul et al. [1997a] derive the relationship

D sweep 2 Deject 5
Skc

3 Î2p
(5)

where Skc is the skewness of the scalar distribution and Dsweep

and Deject are the time fractions in quadrants 3 and 1, respec-
tively (the fractions of total samples that fall in quadrants 3 or
1, without considering a hyperbolic hole). Dividing both sides
by Deject and rearranging terms, we get

D sweep 5 S Skc

3DejectÎ2p
1 1DDeject (6)

Figure 3. Probability density distributions of w , CO2, q , T , and isoprene (IP) at Walker Branch, scaled so
each has an area of 1. Lines drawn are average probability densities of sixty 30-min periods.
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Let

m 5
Skc

3DejectÎ2p
1 1 (7)

and then

D sweep 5 mDeject (8)

So rather than using H/ 2 as the asymmetric hole size in
quadrant 3, we can use H/m , where m is a function of the
skewness for the scalar of interest. The relationship between m
and Skc for each scalar in this study is shown in Figure 4. Note
that the majority of points fall between m 5 1 (the symmetric
HREA case) and m 5 2 (the arbitrary value chosen earlier)
and that there is a nearly linear relationship except under cases
of extreme skewness. The skewness for a Gaussian distribution
(which is symmetric about the mean) is zero, for which m
approaches 1.

We repeated the HREA simulations for CO2 flux using this
strategy, and the results are shown in Table 1. At first glance
this method seems inferior to the H/ 2 method, with poor r2

and ¥dYX
2 /¥y2 values and lower DCO2 for a given hole size.

Recall that we have assumed a downward CO2 flux, which is
clearly in error early in the morning and late in the day. The
distribution for CO2 at these times is skewed far to the left
(positive skewness, shown inverted in Figure 4 for consistency)
instead of to the right, as shown in Figure 3. During these
periods, m approaches zero and the time fraction outside the
hyperbola H/m in quadrant 3 becomes too small to adequately
reconstruct the flux. These points contribute to the poor results
shown in Table 1. When the five points with m , 0.5 are
removed for the H 5 1.1 case, DCO2 improves to 5.35 6 2.17 ppm

(1 standard deviation), r2 improves to 0.902, and ¥dYX
2 /¥y2

improves to 5.77. This is not a substantial improvement in
DCO2 over the H/ 2 method but is based on a physical flow
parameter and is thus more appealing.

However, the value for the hole size H remains arbitrary at
this stage, regardless of how we treat the asymmetry in quad-
rant 3. We cannot compute the skewness for a scalar distribu-
tion in a given measurement period until after the fact, and it
is unlikely that skewness for the previous sample period would
be an acceptable substitute. A “running-skewness” computa-
tion for use in controlling REA valves during actual sampling
could be accomplished using recursive filters as described ear-
lier but would add additional computation time to sampling
decisions and may not be feasible within the 100-ms (10 Hz)
time window available. Further, since this method does not
perform as well as the H/ 2 method in all cases, we feel it is an
unnecessary complication for practical application of this tech-
nique. On the basis of this analysis, we choose the H/ 2 asym-
metric sampling strategy with H 5 1.1 as our best threshold
and examine these simulations further.

In Figure 5, plots of HREA flux using this hole size versus
eddy covariance flux are shown for CO2, latent heat, and iso-
prene for all 60 periods, with 1:1 lines for comparison. For the
simulations in the left panels we used w and each particular
scalar (CO2, H2O, and isoprene in Figures 5a, 5c, and 5e,
respectively) as the basis for sampling decisions. The compar-
ison is good for CO2 and latent heat but poor for isoprene.
Updraft and downdraft mixing ratios for isoprene measured
during this experiment using REA with gas chromatography
[Bowling et al., 1998] ranged from 0.9 to 10.1 ppb, the lower
values associated with downdrafts. The isoprene sensor used
has a detection limit of about 1 ppb isoprene, and so downdraft
mixing ratios were often obscured by instrument noise. Since
the HREA method biases the sampling to extreme values
along the concentration gradient, it performs rather poorly.
This is a measurement artifact but illustrates one limitation of
the HREA technique.

For the simulations in Figures 5b, 5d, and 5f we used w and
sonic virtual temperature (instead of each scalar) as the basis
for sampling decisions. Such an approach would be necessary if
the HREA technique was applied to scalars which cannot be
measured fast enough for eddy covariance. Although the fit is
tight, in each case the HREA technique underestimates the
flux under strong flux conditions. This is especially true for
isoprene. It is under these conditions that the probability den-
sity distributions for these scalars are most skewed, and often
the skewness for temperature is the most pronounced (data
not shown). Baldocchi et al. [1999] have shown the importance
of differing source footprints in this forest for isoprene and
CO2 flux. Since the sources of isoprene (strictly oak species),
water vapor (transpiration from all trees and understory plants,
and soil evaporation) and sensible heat (the entire forest) are
different, differences in probability distribution for these sca-
lars are not surprising. If the HREA sampling pattern is based
on the structure of the probability density function for tem-
perature, we are unlikely to sample correctly a scalar with a
different distribution. Thus using temperature and wind as a
sampling basis for HREA measurements is likely to lead to an
underestimate of the true flux.

This calls into question our assumption of scalar similarity.
The open circle and the triangle in Figure 5a correspond to
time periods August 20, 1230–1300 local standard time (LST)
and August 21, 1200–1230 LST, respectively. Figure 6 shows

Figure 4. The parameter m as a function of the skewness of
the probability density distributions for CO2, T , q , and iso-
prene (IP). Both quantities are dimensionless. The skewness
for CO2 has been multiplied by 21 for consistency with the
other scalars (which are generally directed upward), since the
time periods represented here are predominantly photosyn-
thetic (downward). Each point represents a single 30-min flux
measurement period.
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the probability density distributions for CO2 (inverted for com-
parison) and temperature for these periods. The open circle in
Figure 5a falls on the 1:1 line, and the distributions are very
similar. However, the relationship (triangle) deviates substan-
tially from the line when the distributions differ (Figures 6c
and 6d). In fact, removing those periods in Figure 5a where the
skewness parameters for CO2 and T differ in sign improves the
r2 value from 0.947 (n 5 60) to 0.972 (n 5 43). Thus, during
those periods when the scalar similarity assumption between
CO2 and T is valid, the HREA technique works well and is less
robust when the assumption is false. This is manifested as low

HREA fluxes when wind and virtual temperature are used to
make sampling decisions for other scalars (Figures 5b, 5d, and
5f).

For the purposes of simulation we used sonic temperature to
calculate b from (3). This has been successful with actual REA
measurements of isoprene [Guenther et al., 1996; Bowling et al.,
1998] and CO2 [Pattey et al., 1993] and for other scalars in
simulations [Katul et al., 1996]. However, we stress that calcu-
lating b from sonic temperature data is unnecessary for actual
experimental use of HREA to measure CO2 or H2O fluxes, as
we can calculate b directly from the 10-Hz data sets for these

Figure 5. Simulation results (asymmetric HREA flux (H/ 2 method) versus eddy covariance flux) for CO2
(Figures 5a and 5b), latent heat (LE) (Figures 5c and 5d), and isoprene (Figures 5e and 5f) flux. HREA
sampling decisions for the left panels were based on w and CO2 (Figure 5a), H2O (Figure 5c), or isoprene
(Figure 5e). Those in the right panels were based on w and sonic virtual temperature (T). Hole size 5 1.1 for
all six panels. Each data point represents a single 30-min flux. The open circle and triangle in Figure 5a
correspond to time periods in Figure 6. In all cases, b values were calculated from the T time series using
equation (3) for each 30-min time period.
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scalars. (Had we done this in our simulations the relationships
in Figure 5 would be exactly 1:1.) Thus the scalar similarity
assumption is not a concern for actual use of this technique in
the field for these scalars.

However, our goal is to collect updraft and downdraft air for
isotope analysis and calculate the net fluxes of 13C16O2 and
12C18O16O. To do this using (1), we must assume scalar simi-
larity between total CO2 and these isotopic forms. For a mea-
sured difference in isotope ratio between extreme updrafts and
downdrafts in an HREA sample to be the correct difference in
total updrafts and downdrafts, the isotope ratio of CO2 must
be linearly related to [CO2] during any sampling period, at all
timescales relevant to a flux measurement (100 ms to 30 min).
There is some evidence to support this assumption at the
longer timescales in this range. Traditionally, d13C in whole air
samples has been regressed versus 1/[CO2], and this relation-
ship is linear [Keeling, 1958], implying d13C is hyperbolic with
[CO2]. However, during a given 30-min flux measurement pe-
riod, the existing vertical gradient in [CO2] is small, and a
linear fit between isotope ratio and [CO2] is reasonable [Flana-
gan et al., 1996]. At present, there is no evidence to address the
validity of this assumption at very short timescales, as required
by the HREA technique. However, it can be tested experimen-

tally by constructing a plot of d13C versus [CO2] for updraft
and downdraft samples collected using hyperbolic REA and
comparing it with the relationship for whole air samples col-
lected at longer timescales (minutes to hours).

Indeed, if this linear relationship can be established with
sufficient confidence, we can calculate isotope fluxes of CO2

using eddy covariance combined with this mathematical rela-
tion. However, this slope is likely to change over a season for
13C and 18O and over the diurnal cycle for 18O [Buchmann et
al., 1997], as the influence of evaporative enrichment in leaves
is most pronounced at midafternoon and absent at night. Thus
such an approach would require an extensive flask sampling
protocol combined with eddy covariance measurements and
would likely be limited to a few days of measurements at most.

Numerous studies have demonstrated the linearity of the
Keeling relationship [Keeling, 1958, 1961; Yakir and Wang,
1996; Buchmann et al., 1997; Trolier et al., 1996; Lloyd et al.,
1996; Friedli et al., 1987; Flanagan et al., 1997], and from these
we take a general average slope for the d13C versus [CO2]
relationship to be 20.05‰ ppm21 for d13C and 20.03‰
ppm21 for d18O. Figure 7 summarizes the difference in CO2

mixing ratio in updrafts and downdrafts from our REA and
HREA simulations versus time over the 3 days of simulations.

Figure 6. Probability density distributions for (a) 21 3 CO2 and (b) T for August 20, 1230–1300 LST, the
point denoted by the open circle in Figure 5a, and for (c) 21 3 CO2 and (d) T for August 21, 1200–1230 LST,
denoted by the triangle in Figure 5a. Distributions are scaled to have an area of 1.
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The axes on the right use the above slopes to predict the
corresponding difference in isotope ratio. The bars on the
isotope axes correspond to published values for mass spec-
trometer precision [Trolier et al., 1996] for each. It is clear that
the simple REA case does not provide much of a signal above
instrument uncertainty and that the best (wt 5 1.2sw) REA
case is not much better. However, the asymmetric HREA
simulation results suggest that during conditions of strong mid-
day CO2 flux, differences in isotope ratio between updrafts and
downdrafts may be large enough to resolve using current mass
spectrometers with confidence.
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